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# Kalman Filtering \& Generalizations 

Optimization: Albers, Blancquart, Levine, Seylabi and S [1] (2022)

Mean-Field: Calvello, Reich and S [2] (2022)

## Unconditioned Dynamics

## The Problem

$$
\text { State: } \quad v_{n+1}^{\dagger}=\Psi\left(v_{n}^{\dagger}\right)+\xi_{n}^{\dagger}, \quad \xi_{n}^{\dagger} \sim N(0, \Sigma), \text { i.i.d. }
$$

Data: $\quad y_{n+1}^{\dagger}=h\left(v_{n+1}^{\dagger}\right)+\eta_{n+1}^{\dagger}, \quad \eta_{n+1}^{\dagger} \sim N(0, \Gamma)$, i.i.d. .

$$
v_{0}^{\dagger} \sim N\left(m_{0}, C_{0}\right), \quad v_{0}^{\dagger} \Perp\left\{\xi_{n}^{\dagger}\right\}_{n \in \mathbb{N}} \Perp\left\{\eta_{n+1}^{\dagger}\right\}_{n \in \mathbb{N}}
$$

## Goals

$Y_{n}^{\dagger}:=\left\{y_{\ell}^{\dagger}\right\}_{\ell=1}^{n}$

- Estimate state $v_{n}^{\dagger}$ from data $Y_{n}^{\dagger}$.
- Estimate probability of state conditioned on data: $\mathbb{P}\left(v_{n}^{\dagger} \mid Y_{n}^{\dagger}\right)$.
- Perform estimation sequentially in $n$.


## Kalman Filter (Navigation)

## Sequential Optimization Viewpoint

$$
\Psi(\cdot)=M \cdot h(\cdot)=H
$$

Predict: $\quad \widehat{m}_{n+1}=M m_{n}, \quad n \in \mathbb{Z}^{+}$
Model/Data Compromise: $\quad J_{n}(m)=\frac{1}{2}\left|m-\widehat{m}_{n+1}\right|_{\widehat{C}_{n+1}}^{2}+\frac{1}{2}\left|y_{n+1}^{\dagger}-H m\right|_{\Gamma}^{2}$
Optimize: $\quad m_{n+1}=\operatorname{argmin}_{m} J_{n}(m)$.


- Rudolph Kalman [12] (1960).
- $\approx 43,000$ citations (Google Scholar 8/23).
$-|\cdot|_{A}=\left|A^{-\frac{1}{2}} \cdot\right|$ for $A>0$ spd.
- The Algorithm:
- $Y_{n}^{\dagger}=\left\{y_{\ell}^{\dagger}\right\}_{\ell=1}^{n}$.
- $v_{n}^{\dagger} \mid Y_{n}^{\dagger} \sim \mathrm{N}\left(m_{n}, C_{n}\right)$.
- $\left(m_{n}, C_{n}\right) \mapsto\left(m_{n+1}, C_{n+1}\right)$.


## 3DVAR Filter (Weather Forecasting)

## Sequential Optimization Viewpoint

$$
h(\cdot)=H .
$$

$$
\begin{aligned}
\text { Predict: } & \widehat{v}_{n+1} & =\Psi\left(v_{n}\right), \quad n \in \mathbb{Z}^{+} \\
\text {Model/Data Compromise: } & J_{n}(v) & =\frac{1}{2}\left|v-\widehat{v}_{n+1}\right|_{\widehat{c}}^{2}+\frac{1}{2}\left|y_{n+1}^{\dagger}-H v\right|_{\Gamma}^{2} \\
\text { Optimize: } & v_{n+1} & =\operatorname{argmin}_{v} J_{n}(v) .
\end{aligned}
$$



- Andrew Lorenc [16] (1986).
- $\approx 2,000$ citations (Google Scholar 8/23).
- Introduced in UK Met Office.
- $\widehat{C}$ fixed.
- The Algorithm:
- $\left\{v_{n}\right\} \mapsto\left\{v_{n+1}\right\}$.
- When is $v_{n} \approx v_{n}^{\dagger}$ ?


## Ensemble Kalman Filter (Oceanography)

## Sequential Optimization Viewpoint

$h(\cdot)=H$.

$$
\text { Predict: } \quad \widehat{v}_{n+1}=\Psi\left(v_{n}\right)+\xi_{n}, \quad n \in \mathbb{Z}^{+}
$$

Model/Data Compromise: $\quad J_{n}(v)=\frac{1}{2}\left|v-\widehat{v}_{n+1}\right|_{\widehat{C}_{n+1}}^{2}+\frac{1}{2}\left|y_{n+1}^{\dagger}+\eta_{n+1}-H v\right|_{\Gamma}^{2}$
Optimize: $\quad v_{n+1}=\operatorname{argmin}_{v} J_{n}(v)$.


- Geir Evensen [9] (1994).
- $\approx 6,000$ citations (Google Scholar 8/23).
- $\widehat{C}_{n+1}=\operatorname{cov}\left(\widehat{v}_{n+1}\right)$.
- The Algorithm:
- $\left(v_{n}, \mu_{n}^{E K}\right) \mapsto\left(v_{n+1}, \mu_{n+1}^{E K}\right) . \quad \mu_{n}^{E K}:=\operatorname{Law}\left(v_{n}\right)$.
- (In practice: use $J$ ensemble members.)
- When is $\mu_{n}^{E K} \approx \mu_{n}:=\operatorname{Law}\left(v_{n}^{\dagger} \mid Y_{n}^{\dagger}\right)$ ?


## Summary Of Optimization Perspective

## Nudging

$$
\begin{aligned}
\text { Prediction: } & \widehat{v}_{n+1}=\Psi\left(v_{n}\right)+\xi_{n}, \\
\text { Analysis: } & v_{n+1}=\widehat{v}_{n+1}+K\left(y_{n+1}^{\dagger}-H \widehat{v}_{n+1}\right)+K \eta_{n+1}, \\
\text { 3DVAR: } & K \text { constant, no noise, } \\
\text { EnKF: } & K=K\left(\widehat{\mu}_{n+1}^{E K}\right), \quad \widehat{\mu}_{n+1}^{E K}=\operatorname{Law}\left(\widehat{v}_{n+1}\right) .
\end{aligned}
$$

## Two Goals

$$
\begin{aligned}
\text { Control (3DVAR, EnKF): } & \left|v_{n}-v_{n}^{\dagger}\right| \ll 1, \\
\text { UQ (EnKF): } & \mu_{n}^{E K} \approx \mu_{n}=\operatorname{Law}\left(v_{n}^{\dagger} \mid Y_{n}^{\dagger}\right)
\end{aligned}
$$

# Accuracy: State Estimation 

> Synchronization and Lorenz '63 Pecora and Carroll [17] (1990)

Synchronization and Navier-Stokes Foias and Prodi [10] (1967)

Synchronization and Navier-Stokes Hayden, Olson and Titi [11] (2011)

## Dynamics Model

## The Problem

$$
\begin{align*}
\frac{d v}{d t}+A v+B(v, v) & =f  \tag{2a}\\
v(0) & =v_{0}  \tag{2b}\\
\Psi\left(v_{0}\right) & :=v(\tau) \tag{2c}
\end{align*}
$$

## Asssumptions

- $\exists \alpha>0$ : for all $v\langle A v, v\rangle \geq \alpha|v|^{2}$;
- for all $v\langle B(v, v), v\rangle=0$;
- time-independent forcing $f$.


## 3DVAR and Small Noise

## Theorem

Assume synchronization and small noise $\mathcal{O}(\epsilon)$ in truth. Consider 3DVAR with $K=\gamma H^{\star}$ and $|\gamma-1| \leq 1$. Then

$$
\limsup _{n \rightarrow \infty} \mathbb{E}\left|v_{n}-v_{n}^{\dagger}\right|^{2} \leq C \epsilon^{2}
$$

Lorenz '63: Law, Shukla and S [14] (2013)
Lorenz '96: Law, Sanz-Alonso, Shukla and S [15] (2016)
2D Navier-Stokes: Sanz-Alonso and S [20] (2015)

## EnKF and Small Noise

## Theorem

Assume $H=I$ and small noise $\mathcal{O}(\epsilon)$ in truth. Consider EnKF with variance inflation. Then

$$
\limsup _{n \rightarrow \infty} \mathbb{E}\left|v_{n}-v_{n}^{\dagger}\right|^{2} \leq C \epsilon^{2}
$$

2D Navier-Stokes: Kelly, Law and S [13] (2012)
Continuous time variants: De Wiljes, Reich and Stannat [4] (2018)
Continuous time variants: Del Moral and Tugaut [7] (2018)

## Impact of EnKF over 3DVAR

courtesy Roland Potthast(DWD)

Ensemble Kalman Filter (red) versus 3DVAR (blue)

forecast lead time in hours

## Accuracy:

## Uncertainty Quantification

No synchronization/large noise:

Important to compare $\mu_{n}$ and $\mu_{n}^{E K}$

Mean-Field: Calvello, Reich and S [2] (2022)

Main Theorem: Carrillo, Hoffmann, S and Vaes [3] (2022)

## Unconditioned Dynamics

The Problem

State: $\quad v_{n+1}^{\dagger}=\Psi\left(v_{n}^{\dagger}\right)+\xi_{n}^{\dagger}, \quad \xi_{n}^{\dagger} \sim N(0, \Sigma)$, i.i.d.,
Data: $\quad y_{n+1}^{\dagger}=h\left(v_{n+1}^{\dagger}\right)+\eta_{n+1}^{\dagger}, \quad \eta_{n+1}^{\dagger} \sim N(0, \Gamma)$, i.i.d. .

$$
v_{0}^{\dagger} \sim N\left(m_{0}, C_{0}\right), \quad v_{0}^{\dagger} \Perp\left\{\xi_{n}^{\dagger}\right\}_{n \in \mathbb{N}} \Perp\left\{\eta_{n+1}^{\dagger}\right\}_{n \in \mathbb{N}}
$$

## Probability Viewpoint (Linear)

$$
\begin{aligned}
v_{n}^{\dagger} & \sim \pi_{n}, \quad\left(v_{n}^{\dagger}, y_{n}^{\dagger}\right) \sim \mathfrak{r}_{n} \\
\pi_{n+1} & =P \pi_{n} \\
\mathfrak{r}_{n+1} & =Q \pi_{n+1}
\end{aligned}
$$

## Key Linear Operators on $\mathcal{P}$

## Definition of $\mathcal{P}, \mathcal{G}$

- $\mathcal{P}\left(\mathbf{R}^{r}\right)$ : all probability measures on $\mathbf{R}^{r}$.
- $\mathcal{G}\left(\mathbf{R}^{r}\right)$ : all Gaussian probability measures on $\mathbf{R}^{r}$.


## Definition of $P$

$P: \mathcal{P}\left(\mathbf{R}^{\boldsymbol{d}}\right) \rightarrow \mathcal{P}\left(\mathbf{R}^{\boldsymbol{d}}\right)$ is the linear operator:

$$
P \pi(u)=\frac{1}{\sqrt{(2 \pi)^{d} \operatorname{det} \Sigma}} \int \exp \left(-\frac{1}{2}|u-\Psi(v)|^{2}\right) \pi(v) \mathrm{d} v
$$

## Definition of $Q$

$Q: \mathcal{P}\left(\mathbf{R}^{d}\right) \rightarrow \mathcal{P}\left(\mathbf{R}^{d} \times \mathbf{R}^{K}\right)$ is the linear operator:

$$
Q \pi(u, y)=\frac{1}{\sqrt{(2 \pi)^{d} \operatorname{det} \Gamma}} \exp \left(-\frac{1}{2}|y-h(u)|_{\Gamma}^{2}\right) \pi(u)
$$

## Conditioned Dynamics $\left(\mu_{n}\right)$

## Probability Propagation (Nonlinear)

$$
\begin{aligned}
Y_{n}^{\dagger} & =\left\{y_{\ell}^{\dagger}\right\}_{\ell=1}^{n} \\
v_{n}^{\dagger} \mid Y_{n}^{\dagger} & \sim \mu_{n} \\
\mu_{n+1} & =B\left(Q P \mu_{n} ; y_{n+1}^{\dagger}\right)
\end{aligned}
$$

Conditioning (Nonlinear)
$B\left(\odot ; y^{\dagger}\right): \mathcal{P}\left(\mathbf{R}^{d} \times \mathbf{R}^{K}\right) \rightarrow \mathcal{P}\left(\mathbf{R}^{d}\right)$ describes conditioning on observation $y=y^{\dagger}$ :

$$
B\left(\rho ; y^{\dagger}\right)(u)=\frac{\rho\left(u, y^{\dagger}\right)}{\int_{\mathbf{R}^{d}} \rho\left(u, y^{\dagger}\right) \mathrm{d} u}
$$

## The Mean Field Ensemble Kalman Filter

## Comparing The True and Ensemble Kalman Filters

$$
\begin{aligned}
& \mu_{n+1}=B\left(Q P \mu_{n} ; y_{n+1}^{\dagger}\right) \\
& \mu_{n+1}^{E K}=T\left(Q P \mu_{n}^{E K} ; y_{n+1}^{\dagger}\right) .
\end{aligned}
$$

## Observations About T

- Choose $T$ to recover mean-field EnKF;
- $T$ defined through pushforward;
- Leads to easily implementable particle algorithms;
- But key is to understand when $T \approx B$.


## Gaussian Projection

Best Gaussian Approximation in KL

$$
\begin{aligned}
G & : \mathcal{P} \rightarrow \mathcal{G}, \\
G \pi & =\operatorname{argmin}_{\mathfrak{p} \in \mathcal{G}} d_{\mathrm{KL}}(\pi \| \mathfrak{p}) .
\end{aligned}
$$

Best Gaussian Approximation in KL

$$
G \pi=N\left(\operatorname{mean}_{\pi}, \operatorname{cov}_{\pi}\right)
$$

## The Mean Field Ensemble Kalman Filter

## Comparison With True Filter

$$
\begin{aligned}
& \mu_{n+1}^{E K}=T\left(Q P \mu_{n}^{E K} ; y_{n+1}^{\dagger}\right) \\
& \mu_{n+1}=B\left(Q P \mu_{n} ; y_{n+1}^{\dagger}\right)
\end{aligned}
$$

## Key Fact

$$
T\left(G \rho ; y^{\dagger}\right)=B\left(G \rho ; y^{\dagger}\right) \quad \forall\left(\rho, y^{\dagger}\right) \in \mathcal{P}\left(\mathbf{R}^{d} \times \mathbf{R}^{E K}\right) \times \mathbf{R}^{E K} .
$$

Optimal transport connection: Reich and Cotter [19] (2015)
Pushforward beyond the Gaussian setting (continuous time): Yang, Mehta and Meyn [23] (2013)
Pushforward beyond the Gaussian setting (discrete time): Spantini, Baptista and Marzouk [21] (2022)

## Exact Filter and EnKF are Close

## Weighted TV Metric

Let $g(v)=1+|v|^{2}$.

$$
d_{g}\left(\mu_{1}, \mu_{2}\right)=\sup _{|f| \leq g}\left|\mu_{1}[f]-\mu_{2}[f]\right|, \quad \mu[f]=\int f(u) \mu(d u) .
$$

Close to Gaussian Assumption on $\mu_{n}$
True filter $\left\{\mu_{n}\right\}$ satisfies

$$
\sup _{0 \leq n \leq N} d_{g}\left(G Q P \mu_{n}, Q P \mu_{n}\right) \leq \epsilon .
$$

## Exact Filter and EnKF are Close

## Weighted TV Metric

Let $g(v)=1+|v|^{2}$.

$$
d_{g}\left(\mu_{1}, \mu_{2}\right)=\sup _{|f| \leq g}\left|\mu_{1}[f]-\mu_{2}[f]\right|, \quad \mu[f]=\int f(u) \mu(d u)
$$

Close to Gaussian Assumption on $\mu_{n}$
True filter $\left\{\mu_{n}\right\}$ satisfies

$$
\sup _{0 \leq n \leq N} d_{g}\left(G Q P \mu_{n}, Q P \mu_{n}\right) \leq \epsilon
$$

Main Theorem Carrillo, Hoffmann, $S$ and Vaes [3] (2022)
Let $\mu_{0}^{E K}=\mu_{0}$. Under Close to Gaussian Assumption on $\mu_{n}$ there is $C>0$ :

$$
\sup _{0 \leq n \leq N} d_{g}\left(\mu_{n}, \mu_{n}^{E K}\right) \leq C \epsilon
$$

## Closing

## Conclusions: Ensemble Kalman Filtering

- Introduced in 1960 by Rudolph Kalman (linear Gaussian).
- Basic algorithm generalized: 3DVAR, Ensemble Kalman (EK).
- EK methods:
- developing as a general methodology for state estimation;
- developing as a general methodology for inverse problems.
- EK methods applied in numerous fields:
- weather forecasting;
- oceanography;
- hydrology, subsurface flow;
- medical imaging, machine learning ...
- Analysis in its infancy:
- accuracy of 3DVAR (State Estimation) - last decade.
- accuracy of EK (UQ) - end of last year.
- Many open mathematical questions: great field to enter!
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## True Filter and Small Noise

## Corollary (Trajectory Accuracy) SanzAlonso and $[20]$ (2015)

Assume synchronization and small noise $\mathcal{O}(\epsilon)$ in truth, no noise in filter. The true filtering distribution $\mu_{n}=\operatorname{Law}\left(v_{n}^{\dagger} \mid Y_{n}^{\dagger}\right)$ satisfies

$$
\limsup _{n \rightarrow \infty} \mathbb{E}\left|\mathbb{E}^{v \sim \mu_{n}} v-v_{n}^{\dagger}\right|^{2} \leq C \epsilon^{2}
$$

## True Filter and UQ - Proof of Main Theorem

## Lipschitz Estimates

The linear maps $P, Q$ are globally Lipschitz on $\mathcal{P}\left(\mathbf{R}^{d}\right)$ in $d_{g}$.

## True Filter and UQ - Proof of Main Theorem

Conditioning is not Lipschitz stable. However, if $\Psi$ is bounded:

## Stability Estimate I - Nonlinear Conditioning Map $B^{y^{\dagger}}$

The maps $B^{y^{\dagger}}(\odot):=B\left(\odot ; y^{\dagger}\right)$ satisfy:

$$
\begin{aligned}
\forall \mu \in \mathcal{P} & \left(\mathbf{R}^{d}\right) \\
& d_{g}\left(B^{y^{\dagger}}(G Q P \mu), B^{y^{\dagger}}(Q P \mu)\right) \leq \ell_{B} d_{g}(G Q P \mu, Q P \mu) .
\end{aligned}
$$

## True Filter and UQ - Proof of Main Theorem

Let $\mathcal{P}_{R}$ denote the following subset of probability measures
$\mathcal{P}_{\boldsymbol{R}}\left(\mathbf{R}^{r}\right)=\left\{\mu \in \mathcal{P}\left(\mathbf{R}^{r}\right): \max \left\{|\operatorname{mean}(\mu)|,|\operatorname{cov}(\mu)|^{\frac{1}{2}},|\operatorname{cov}(\mu)|^{-\frac{1}{2}}\right\} \leq R\right\}$.
Using linearity of $\mathfrak{T}$, which defines nonlinear map $T^{y^{\dagger}}$ :

## Stability Estimate II - Approximate Conditioning Map $T y^{\dagger}$

The maps $T^{y^{\dagger}}(\odot):=T\left(\odot ; y^{\dagger}\right)$ satisfy, using $\Psi$ bounded,

$$
\begin{aligned}
& \forall(\mu, \rho) \in \mathcal{P}\left(\mathbf{R}^{d}\right) \times \mathcal{P}_{R}\left(\mathbf{R}^{d} \times \mathbf{R}^{K}\right) \\
& \quad d_{g}\left(T^{y^{\dagger}}(Q P \mu), T^{y^{\dagger}}(\rho)\right) \leq \ell_{T}(R) d_{g}(Q P \mu, \rho)
\end{aligned}
$$

## True Filter and UQ - Convergence

Since $T_{n+1}^{\dagger}(G \bullet)=B^{y_{n+1}^{\dagger}}(G \bullet)$ we have

$$
\begin{aligned}
& d_{g}\left(\mu_{n+1}^{E K}, \mu_{n+1}\right)=d_{g}( T y_{n+1}^{\dagger}\left(Q P \mu_{n}^{E K}\right), B^{\left.y_{n+1}^{\dagger}\left(Q P \mu_{n}\right)\right)} \\
& \leq d_{g}\left(T^{y_{n+1}^{\dagger}}\left(Q P \mu_{n}^{E K}\right), T y_{n+1}^{\dagger}\left(Q P \mu_{n}\right)\right) \\
& \quad+d_{g}\left(T^{y_{n+1}^{\dagger}}\left(Q P \mu_{n}\right), T^{y_{n+1}^{\dagger}}\left(G Q P \mu_{n}\right)\right) \\
& \quad+d_{g}\left(T^{y_{n+1}^{\dagger}}\left(G Q P \mu_{n}\right), B^{\left.y_{n+1}^{\dagger}\left(Q P \mu_{n}\right)\right)}\right. \\
& \leq \ell_{T}(R) d_{g}\left(Q P \mu_{n}^{E K}, Q P \mu_{n}\right) \\
&\left.\quad+\ell_{T}(R) d_{g}\left(Q P \mu_{n}, G Q P \mu_{n}\right)\right) \\
& \quad+d_{g}\left(B^{\left.y_{n+1}^{\dagger}\left(G Q P \mu_{n}\right), B^{y_{n+1}^{\dagger}}\left(Q P \mu_{n}\right)\right)}\right. \\
& \leq c d_{g}\left(\mu_{n}^{E K}, \mu_{n}\right)+\left(\ell_{T}(R)+\ell_{B}\right) \varepsilon .
\end{aligned}
$$

## True Filter and UQ - Convergence

Since $T_{n+1}^{\dagger}(G \bullet)=B^{y_{n+1}^{\dagger}}(G \bullet)$ we have

$$
\begin{aligned}
& d_{g}\left(\mu_{n+1}^{E K}, \mu_{n+1}\right)=d_{g}\left(T^{y_{n+1}^{\dagger}}\left(Q P \mu_{n}^{E K}\right), B^{y_{n+1}^{\dagger}}\left(Q P \mu_{n}\right)\right) \\
& \leq d_{g}\left(T y_{n+1}^{\dagger}\left(Q P \mu_{n}^{E K}\right), T_{y_{n+1}^{\dagger}}^{\dagger}\left(Q P \mu_{n}\right)\right) \\
& +d_{g}\left(T^{y_{n+1}^{\dagger}}\left(Q P \mu_{n}\right), T^{y_{n+1}^{\dagger}}\left(G Q P \mu_{n}\right)\right) \\
& +d_{g}\left(T^{y_{n+1}^{\dagger}}\left(G Q P \mu_{n}\right), B^{y_{n+1}^{\dagger}}\left(Q P \mu_{n}\right)\right) \\
& \leq \ell_{T}(R) d_{g}\left(Q P \mu_{n}^{E K}, Q P \mu_{n}\right) \\
& \left.+\ell_{T}(R) d_{g}\left(Q P \mu_{n}, G Q P \mu_{n}\right)\right) \\
& +d_{g}\left(B^{y_{n+1}^{\dagger}}\left(G Q P \mu_{n}\right), B^{y_{n+1}^{\dagger}}\left(Q P \mu_{n}\right)\right) \\
& \leq c d_{g}\left(\mu_{n}^{E K}, \mu_{n}\right)+\left(\ell_{T}(R)+\ell_{B}\right) \varepsilon .
\end{aligned}
$$

## The True and Particle Filters

## Sequential Interleaving of Prediction and Bayes Theorem

$P \mu_{n}$ is prior prediction; $L:=B \circ Q$ maps prior to posterior:

$$
\begin{aligned}
& \mu_{n+1}=B\left(Q P \mu_{n} ; y_{n+1}^{\dagger}\right) \\
& \mu_{n+1}=L\left(P \mu_{n} ; y_{n+1}^{\dagger}\right)
\end{aligned}
$$

## Particle Filter Doucet [8] (2015)

$S^{J}: \mathcal{P}\left(\mathbf{R}^{r}\right) \times \Omega \rightarrow \mathcal{P}\left(\mathbf{R}^{r}\right)$ is empirical approximation operator:

$$
S^{J} \mu=\frac{1}{J} \sum_{j=1}^{J} \delta_{v_{j}}, \quad v_{j} \sim \mu \text { i.i.d. }
$$

$S^{J}$ : is thus a random approximation of the identity operator on $\mathcal{P}\left(\mathbf{R}^{r}\right)$.

$$
\mu_{n+1}^{P F}=L\left(S^{J} P \mu_{n}^{P F} ; y_{n+1}^{\dagger}\right) .
$$

## Particle Filter Convergence

Theorem Del Moral [5] (1997), Del Moral and Guionnet [6] (2001)

$$
\sup _{0 \leq n \leq N} d\left(\mu_{n}, \mu_{n}^{P F}\right) \leq \frac{C}{\sqrt{J}}
$$

Comments on Proof Rebschini and Van Handel [18] (2015).

- Metric $d(\cdot, \cdot)$ on random probability measures:
$-d(\mu, \nu)^{2}=\sup _{|f| \leq 1} \mathbb{E}|\mu(f)-\nu(f)|^{2}$.
- Reduces to TV between deterministic measures.
- Consistency + Stability Implies Convergence.
- Consistency: $d\left(S^{J} \mu, \mu\right) \leq \frac{1}{\sqrt{\jmath}}$.
- Stability: $P, L$ Lipschitz in $d(\cdot, \cdot)$.
- Suffers from weight collapse.

