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WAVEFORM RELAXATION AS A DYNAMICAL SYSTEM

MORTEN BJØRHUS AND ANDREW M. STUART

Abstract. In this paper the properties of waveform relaxation are studied
when applied to the dynamical system generated by an autonomous ordinary
differential equation. In particular, the effect of the waveform relaxation on
the invariant sets of the flow is analysed. Windowed waveform relaxation is
studied, whereby the iterative technique is applied on successive time intervals
of length T and a fixed, finite, number of iterations taken on each window.
This process does not generate a dynamical system on R+ since two different
applications of the waveform algorithm over different time intervals do not, in
general, commute. In order to generate a dynamical system it is necessary to
consider the time T map generated by the relaxation process. This is done,
and C1-closeness of the resulting map to the time T map of the underlying
ordinary differential equation is established. Using this, various results from
the theory of dynamical systems are applied, and the results discussed.

1. Introduction

Consider the waveform relaxation (or dynamic iteration) scheme
For each ` = 1, 2, 3, . . . find u(`) : R+ → Rm satisfying

u̇(`) = f̃(u(`), u(`−1)) , u(`)(0) = U ,

u(0)(t) ≡ U ,

(1)

used to approach the solution u : R+ → Rm of the initial value problem

u̇ = f(u) , u(0) = U .(2)

Here f̃(v, w), the splitting of f , must satisfy f̃(u, u) = f(u) for all u ∈ Rm for con-

sistency. The special splitting f̃(v, w) := f(w) yields the classical Picard iteration.
Several papers have been written on the mathematical and numerical proper-

ties of this and related methods during the last decade; from the first article by
Lelarasmee et al. [7], motivated by applications in electrical engineering, to the
much referenced article by Miekkala and Nevanlinna [8], and later works by, for ex-
ample, Nevanlinna [9], Bellen and Zennaro [1], and Bjørhus [2]. Much of the interest
in the technique is motivated by the possibility of using it to exploit parallelism in
software for initial value problems.

Under appropriate global Lipschitz conditions on f̃ , the convergence of (1) to the
solution of (2) is superlinear on any finite time interval. However the convergence
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1102 MORTEN BJØRHUS AND ANDREW M. STUART

may be slow initially and so, instead of performing the waveform relaxation on the
entire time interval of interest, one often confines the iteration to windows. That is,
we choose T > 0 and iterate successively on intervals of length T , starting with the
interval [0, T ]. In a practical implementation it is necessary to stop the iteration in
a given window after a finite number of iterations, and then move on to the next
window. We consider iterating a fixed number of times in each window. It should
be emphasised, however, that the strategy we study here is far cruder than what
is used in practice. Typically both the window size and the number of iterations is
varied adaptively. The analysis we give is prototypical, playing the same role that
analysis of fixed-step numerical methods for IVPs does in understanding adaptive
software.

Define the nth window In = (nT, nT + T ) and let k denote the fixed number of

iterations taken in each time window. Let u
(`)
n : In → Rm denote the waveform with

iterate number ` on the nth window. With this windowing strategy, our waveform

relaxation scheme becomes, given u
(k)
−1(0) = U, the following:

For n = 0, 1, 2, . . . find u
(k)
n by solving

u̇
(`)
n = f̃(u

(`)
n , u

(`−1)
n ) in In , u

(`)
n (nT ) = u

(k)
n−1(nT ) ,

u
(0)
n (t) ≡ u

(k)
n−1(nT ) in In

for ` = 1, 2, . . . , k .

(3)

Let S(t), t ≥ 0, be the (generally nonlinear) semigroup of mappings from Rm to
Rm corresponding to the solution of (2), so that

S(t)U = u(t) for 0 ≤ t <∞ .

If we define a similar family of mappings Sk(t) corresponding to our approximation
(3), so that

Sk(t)U = u
(k)
[t/T ](t) for 0 ≤ t <∞ ,(4)

where [ · ] denotes the integer part, it is easily seen that this family is in general not
a semigroup. For example, take the Picard splitting with k = 1. We then have

S1(t)U = U +

∫ t

0

f(U) dτ for 0 ≤ t < T ,(5)

which is equivalent to approximating u(t) using Euler’s method. From (5) and the
definition (4) of S1(t) we have

S1(3T/2)U = S1(T/2)S1(T )U

= (U + Tf(U)) +

∫ T/2

0

f(U + Tf(U)) dτ

= U + Tf(U) +
T

2
f(U + Tf(U)) .
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WAVEFORM RELAXATION AS A DYNAMICAL SYSTEM 1103

On the other hand, we have

S1(T )S1(T/2)U = S1(T )

(
U +

T

2
f(U)

)
= U +

T

2
f(U) +

∫ T

0

f(U +
T

2
f(U)) dτ

= U +
T

2
f(U) + Tf(U +

T

2
f(U)) .

Thus S1(T )S1(T/2) 6= S1(3T/2). This reflects the well-known fact that the map-
pings associated with Euler’s method for two different steps do not commute. Hence
the family {Sk(t)} cannot in general be a semigroup.

Our objective here is to examine the effect of the approximation (3) on the
dynamical system generated by (2). Since the mapping Sk(t) does not define a
dynamical system we are immediately faced with a conceptual problem. With this
in mind we choose to formulate the problem in a different way, considering only the

values of u and u
(k)
n at the points nT , n = 0, 1, 2, . . . . Thus, we only deal with the

two sequences

{U, u(T ), u(2T ), . . .} and {U, u(k)
0 (T ), u

(k)
1 (2T ), . . . } .(6)

Let Sn, n ≥ 0, be the discrete semigroup of mappings from Rm to Rm defined by
Sn = S(nT ); that is

SnU = u(nT ) for n = 0, 1, 2, . . . .

The semigroup property implies that the rule Sn+m = SnSm = SmSn holds for all
n,m ≥ 0, and that S0 = I. Similarly, for our waveform relaxation scheme (3), we
define the family of mappings Snk as the mappings taking U to the approximation
to the solution at time nT ; thus

SnkU = u
(k)
n−1(nT ) for n = 0, 1, 2, . . . .

Now Snk , n ≥ 0, is a semigroup, since it may be verified that S0
k = I and Sn+m

k =
SnkS

m
k = Smk S

n
k for n,m ≥ 0.

Throughout the paper we use ‖ · ‖ to denote the Euclidean norm on Rm (in
Lemma 2.3 on R2m) and also the induced operator norm on matrices in L(Rm,Rm).
By B(x, r) we denote the closed ball in Rm centered at x with radius r. For
g : Rm → Rm we let Dg(x) ∈ L(Rm,Rm) denote the Fréchet derivative of g at x.
Similarly, for g : Rm × Rm → Rm we let Dig denote the derivative with respect to
component i, i = 1, 2. We make the following simplifying assumptions at various
points throughout the paper:

Assumption 1.1. The vector fields f ∈ C1(Rm,Rm) and f̃ ∈ C1(Rm × Rm,Rm)
are globally Lipschitz continuous, that is, there exist constants K, K1, and K2 > 0
such that, for all x, y, v, w ∈ Rm,

‖f(v)− f(w)‖ ≤ K‖v − w‖,(7)

‖f̃(x, v)− f̃(y, w)‖ ≤ K1‖x− y‖+K2‖v − w‖;(8)

furthermore, f̃ is a consistent splitting of f , that is,

f̃(u, u) = f(u) ∀ u ∈ Rm .(9)
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1104 MORTEN BJØRHUS AND ANDREW M. STUART

Assumption 1.2. Assumption 1.1 holds and, furthermore, the first derivatives of
f and f̃ are globally Lipschitz continuous, that is, there exist constants B,BI and
BII such that, for all x, y, z, x′, y′, z′ ∈ Rm,

‖Df(x)y −Df(x′)y′‖ ≤ B (‖x− x′‖+ ‖y − y′‖) ,

‖D1f̃(x, y)z −D1f̃(x′, y′)z′‖ ≤ BI (‖x− x′‖+ ‖y − y′‖+ ‖z − z′‖) ,

‖D2f̃(x, y)z −D2f̃(x′, y′)z′‖ ≤ BII (‖x− x′‖+ ‖y − y′‖+ ‖z − z′‖) .

Of course, imposing such global Lipschitz bounds is an unnecessarily strong
assumption which can be removed with a slightly more subtle analysis. In several
places we will comment on extensions to the locally Lipschitz case. Furthermore, it
would also be possible to study this problem under one-sided Lipschitz conditions
on f and f̃(·, v), and a Lipschitz condition on f̃(u, ·). The key is to establish an
appropriate analogue of Proposition 2.4.

In Section 2 we prove some basic approximation results, showing C1-closeness of
the maps Sn and Snk and using these results to study the difference between u(t) and

u
(k)
n (t). In Sections 3 and 4 these results are used to study the effect of the waveform

relaxation on equilibria, phase portraits, periodic solutions and strange attractors.
Finally note that we do not explicitly consider the effect of numerical approximation
on the relaxation (3). However, the effect of this additional approximation could
be incorporated in the analysis without great difficulty and we comment on this
briefly in Section 5.

2. Some approximation results

In order to use certain results from dynamical systems theory in the remainder
of the paper, it is useful to show that our discrete semigroups satisfy, under suitable
assumptions, the following two conditions:

(i)

‖S1
kU − S1U‖ → 0 as k →∞,

uniformly for U in bounded sets;
(ii)

‖DS1
k(U)−DS1(U)‖ → 0 as k →∞,

uniformly for U in bounded sets.

Property (i) (resp. (ii)) is referred to as C0-closeness (resp. C1-closeness) of the
mappings S1

k and S1.
As an immediate consequence of the C0-closeness, we can, if f is globally Lips-

chitz continuous with constant K, bound the error En+1
k := Sn+1

k U − Sn+1U by

‖En+1
k ‖ = ‖Sn+1

k U − Sn+1U‖ = ‖S1
kS

n
kU − S1SnU‖

≤ ‖S1
kS

n
kU − S1SnkU‖+ ‖S1SnkU − S1SnU‖

so that, by continuity of the semigroup S(t),

‖En+1
k ‖ ≤ ‖S1

kS
n
kU − S1SnkU‖+ eKT ‖Enk ‖ .(10)

Successive application of this estimate, together with (i), will yield an estimate of
‖ENk ‖. Hence we can analyze convergence properties of our iteration. We will give
the precise result later in this section. The C1-closeness will allow us to consider
the effect for the approximation (3) on more complicated invariant sets of (2).

License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use



WAVEFORM RELAXATION AS A DYNAMICAL SYSTEM 1105

We will need the following lemma, relating the iterates appearing in (1) to the
solution of (2).

Lemma 2.1. Let Assumption 1.1 hold. For any t > 0, let u solve (2) with u(0) = U
and let v(k) solve (1) with v(k)(0) = V and v(0)(s) = V , 0 < s < t. Then, if

C1(t) =
1

K
e(K1+K)t , ε(k, t) =

(K2t)
k

k!
,(11)

it follows that

‖v(k)(t)− u(t)‖ ≤ C1(t)ε(k, t)‖f(V )‖ + eKt‖U − V ‖ .
Proof. Let v be the solution of (2) with v(0) = V . We have

‖v(k)(t)− u(t)‖ ≤ ‖v(k)(t)− v(t)‖ + ‖v(t)− u(t)‖ .
The last quantity on the right satisfies the standard estimate

‖v(t)− u(t)‖ ≤ eKt‖V − U‖ .
It remains to estimate the quantity ‖v(k)(t)− v(t)‖. First we note that we have (on
the open intervals where v(k)(t) 6= v(t)) the differential inequality

d

dt
‖v(k)(t)− v(t)‖ ≤ K1‖v(k)(t)− v(t)‖+K2‖v(k−1)(t)− v(t)‖ .

An application of Gronwall’s lemma yields a bound for ‖v(k)(t) − v(t)‖ in terms
of K1, K2, and ‖v(k−1)(t) − v(t)‖. Successive application of this bound yields an
iterated integral which can be estimated crudely to give

‖v(k)(t)− v(t)‖ ≤ ε(k, t)eK1t max
0≤s≤t

‖v(0)(s)− v(s)‖ ;

see, for example, [2]. The last norm can be estimated, again by using Gronwall’s
lemma in a standard fashion, as

max
0≤s≤t

‖v(0)(s)− v(s)‖ = max
0≤s≤t

‖V − v(s)‖ ≤ eKt

K
‖f(V )‖ ,

and we thus obtain the estimate

‖v(k)(t)− v(t)‖ ≤ C1(t)ε(k, t)‖f(V )‖ .
This completes the proof.

Remark 2.2. Although we have assumed globally Lipschitz f and f̃ , it is worth
remarking that superlinear convergence can be established in the locally Lipschitz
case in the following two situations: (a) if T is sufficiently small, then the map from
the function u(`)(t) to the function u(`+1)(t) takes a bounded set into itself and hence
the globally Lipschitz result may be adapted to apply within this bounded set; (b)
if the sequence of functions {u(`)(t)}∞`=0 is uniformly bounded in the supremum
norm on [0, T ] then the globally Lipschitz result may be adapted to apply, on
a set satisfying the appropriate bound, to deduce superlinear convergence of the
iteration.

In the following, let C ′1(t) and ε′(k, T ) be given by C1(t) and ε(k, T ) (see (11))

with K 7→ √
2(B + K), Ki 7→

√
2(BI + BII + Ki) for i = 1, 2. Now we are in the

position to show the following result.
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Lemma 2.3. Let Assumption 1.2 hold. Then, for all T > 0,

‖S1
kU − S1U‖+ ‖DS1

k(U)−DS1(U)‖ ≤ √2 · C′1(T ) · ε′(k, T ) (‖f(U)‖+K)

(12)

for all U ∈ Rm.

Proof. In the following DU denotes differentiation with respect to U . Let u(t) =
u(U, t), and define for ` = 1, 2, . . . and for all ξ ∈ Rm

ηξ(t) =

(
u(t)

DUu(U, t)ξ

)
, η

(`)
ξ (t) =

(
u(`)(t)

DUu
(`)(U, t)ξ

)
.

We can see that ηξ and η
(`)
ξ satisfy the initial value problems

η̇ξ = g(ηξ) , ηξ(0) =

(
U
ξ

)
and

η̇
(`)
ξ = g̃(η

(`)
ξ , η

(`−1)
ξ ) , η

(`)
ξ (0) =

(
U
ξ

)
, η

(0)
ξ (t) ≡

(
U
ξ

)
;

here the functions g : R2m → R2m and g̃ : R2m × R2m → R2m are given by (for
xi, yi ∈ Rm)

g

([
x1

x2

])
=

(
f(x1)

Df(x1)x2

)
,

and

g̃

([
x1

x2

]
,

[
y1

y2

])
=

(
f̃(x1, y1)

D1f̃(x1, y1)x2 +D2f̃(x1, y1)y2

)
.

Note that g̃(η, η) = g(η) by Assumption 1.2. We see that the equations satisfied by

ηξ and η
(`)
ξ are completely analogous to equations (2) and (1), respectively. Recall

that ‖ · ‖ defines the Euclidean norm on R2m. Writing vectors w ∈ R2m in the form
w = (uT , vT )T , with u, v ∈ Rm, we can define an equivalent norm | · | on R2m by

|w| = ‖u‖+ ‖v‖ ,
satisfying

‖w‖ ≤ |w| ≤
√

2‖w‖ .(13)

Using this it follows from Assumption 1.1 that g and g̃ satisfy Lipschitz conditions
analogous to (7) and (8) with K 7→ √

2(B + K), Ki 7→
√

2(BI + BII + Ki) for
i = 1, 2. Thus we can verify the assumptions of Lemma 2.1 (for the case V = U),

with g, g̃, 2m instead of f , f̃ , m. We find that

‖u(k)(T )− u(T )‖+ ‖DUu
(k)(U, T )ξ −DUu(U, T )ξ‖ ≤

√
2 · ‖η(k)

ξ (T )− ηξ(T )‖.
By Lemma 2.1 we know that this last norm is bounded by C ′1(T )·ε′(k, T )·‖g(ηξ(0))‖.
But, by (13),
√

2 · C′1(T ) · ε′(k, T ) · ‖g(ηξ(0))‖ ≤
√

2 · C′1(T ) · ε′(k, T ) · (‖f(U)‖+ ‖Df(U)ξ‖).
Since f is globally Lipschitz with constant K so that ‖Df(U)‖ ≤ K, this yields the
estimate (12) after taking the supremum over ‖ξ‖ = 1. The proof is complete.

The estimates we set out to establish now follow from Lemma 2.3:
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Proposition 2.4. Let Assumption 1.1 hold. Then there exists a constant C2 =
C2(T,R) such that, for all U ∈ B(0, R) and all T > 0,

‖S1
kU − S1U‖ ≤ C2ε(k, T ) .(14)

Let Assumption 1.2 hold. Then there exists a constant C3 = C3(T,R) such that,
for all U ∈ B(0, R) and all T > 0,

‖DS1
k(U)−DS1(U)‖ ≤ C3ε

′(k, T ).(15)

Proof. In fact, from Lemma 2.3, we see that for a given U both quantities can be
bounded by the same expression, namely√

2 · C′1(T ) · ε′(k, T ) (‖f(U)‖+K) .

However, f(U) being a continuous function in Rm implies that its composition with
a norm is continuous. Since a continuous function always attains its maximum on
a compact set, we can find a constant Cf (R) such that

sup
U∈B(0,R)

‖f(U)‖ ≤ Cf (R) .

Hence we get the estimate (15) by putting C3 =
√

2·C ′1(T )(Cf (R)+K). Lemma 2.1
(with V = U) yields estimate (14) by letting C2(T,R) = C1(T ) · Cf (R).

Now we can give the precise form of the convergence result promised at the
beginning of this section.

Theorem 2.5. Let Assumption 1.1 hold and let δ > 0. Assume that ‖SnU‖ ≤ r
for all 0 ≤ n ≤ N and that k is chosen so that(

eNKT − 1

eKT − 1

)
C4ε(k, T ) ≤ δ ,

where C4 = C2(T, r + δ). Then

‖SnkU − SnU‖ ≤
(
enKT − 1

eKT − 1

)
C4ε(k, T ) ∀ 0 ≤ n ≤ N .(16)

Proof. Assume for the purposes of induction that (16) holds for n = m ≤ N − 1,
noting that this is true for n = 0. By (16) it follows that

‖Smk U − SmU‖ ≤
(
eNKT − 1

eKT − 1

)
C4ε(k, T ) ≤ δ

so that Smk U ∈ B(0, r + δ). Thus, by (10), and (14),

‖Em+1
k ‖ ≤ C4ε(k, T ) + eKT ‖Emk ‖

≤ C4ε(k, T ) + eKT

(
emKT − 1

eKT − 1

)
C4ε(k, T )

=

(
e(m+1)KT − 1

eKT − 1

)
C4ε(k, T ) .

The result follows by induction.

Corollary 2.6. Let the assumptions of Theorem 2.5 hold, and let t = nT+τ where
0 ≤ n ≤ N and τ ∈ [0, T ). Then there exists C5 = C5(T, r + δ) such that

‖u(k)
n (t)− u(t)‖ ≤ C5ε(k, T ) .

License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use
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Proof. Applying Lemma 2.1 we have

‖u(k)
n (t)− u(t)‖ ≤ ‖Sk(t)U − S(t)U‖

= ‖Sk(τ)SnkU − S(τ)SnU‖
≤ C1(τ)ε(k, τ)‖f(SnkU)‖+ eKτ‖SnkU − SnU‖ .

Noting that SnkU ∈ B(0, r + δ) and that τ ≤ T , C1(τ) ≤ C1(T ), ε(k, τ) ≤ ε(k, T ),
applying Theorem 2.5 gives the desired result.

3. Neighbourhood of an equilibrium point

In this section we compare the behaviour of (2) and (3) in the neighbourhood
of an equilibrium point of (2). We use the C1-closeness established in Section 2 to
apply some basic results from the theory of dynamical systems.

We make the following definitions:

E = {v ∈ Rm | S(t)v ≡ v ∀ t ≥ 0} ,
Ek = {v ∈ Rm | Sk(t)v ≡ v ∀ t ≥ 0} .

(17)

Thus E and Ek denote the equilibria of (2) and (3) respectively. We first show that
E ≡ Ek so that the waveform relaxation does not introduce spurious equilibria when
viewed as a mapping on R+.

Theorem 3.1. For any vector fields f and f̃ satisfying Assumption 1.1 it follows
that E ≡ Ek.
Proof. First let v ∈ E so that f(v) = 0. Since f̃(u, u) = f(u) for all u ∈ Rm, it

follows that f̃(v, v) = 0. Thus

u(`)
n (t) ≡ v, ∀ ` = 1, 2, . . . , k, ∀ n = 0, 1, 2, . . . , ∀ t ∈ In

is a solution of (3) with U = v so that v ∈ Ek follows. Thus E ⊆ Ek.
Secondly, let u

(k)
n ≡ v ∈ Ek. It follows that

u̇(k)
n (t) = 0 ∀ t ∈ In .

From this we deduce that

f̃(u(k)
n (t), u(k−1)

n (t)) = 0 ∀ t ∈ In .

Thus

f̃(v, u(k−1)
n (t)) = 0 ∀ t ∈ In .

Hence, since u
(`)
n (t) is continuous in t and since f(v, ·) is a continuous function, it

follows that

f̃(v, u(k−1)
n (nT )) = 0.

But u
(`)
n (t) = u

(k)
n−1(nT ) = v for ` = 1, . . . , k since v ∈ Ek. Thus we have

f̃(v, v) = 0.

Since f(v) = f̃(v, v) we deduce that v ∈ E and hence that Ek ⊆ E . The proof is
complete.
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WAVEFORM RELAXATION AS A DYNAMICAL SYSTEM 1109

Theorem 3.1 should be interpreted with caution: since the natural dynamical
system for (3) is found by considering the time T map, we are led to study, instead
of (17), the fixed points of S1 and S1

k; thus we define

E∗ = {v ∈ Rm | S1v = v} ,
E∗k = {v ∈ Rm | S1

kv = v} .
As we shall see, these sets are not necessarily the same. In fact we prove:

Theorem 3.2. For any vector fields f and f̃ satisfying Assumption 1.1 we have:

(i) E∗ ⊇ E ; if v ∈ E∗ and v is an isolated point in E∗, then v ∈ E .
(ii) E∗k ⊇ E ; if v ∈ E∗k and v is an isolated point in E∗k , then it is not necessarily

the case that v ∈ E .
Proof. Clearly E∗ ⊇ E since E∗ comprises equilibria together with points on periodic
solutions of period T . If v ∈ E∗ is isolated, then it cannot be a point on a periodic
solution. Hence v ∈ E and (i) follows.

Clearly E∗k ⊇ Ek ≡ E . Thus to complete the proof of (ii) we need only find a
counterexample to illustrate the final point. Consider (ii) in the case k = 2 and

f̃(u, v) = f(v). Then, if w(`)(t) = u
(`)
0 (t) we have

dw(`)

dt
(t) = f(w(`−1)(t)), w(`)(0) = U,

w0(t) ≡ U , t ∈ I1 and

w(1)(t) = U + tf(U).

Thus

w(2)(t) = U +

∫ t

0

f(U + sf(U))ds.

Hence

S1
2U = U +

∫ T

0

f(U + sf(U))ds.

To find an isolated fixed point of S1
2 : Rm → Rm, let ρ =

√
2/T , choose a number

r > ρ satisfying r > max−ρ≤x≤ρ max0<s<T (x + sx3), and consider the function
f(x) = −Φr(x)x3 where Φr(x) ∈ C∞(R,R) satisfies Φr = 1 for |x| ≤ r, and Φr = 0
for |x| ≥ 2r. Note that f(x) is constructed to be globally Lipschitz but that it
behaves like x3 if x is not large; this is the reason for the construction. Then, for
−ρ ≤ U ≤ ρ we have

S1
2U = U +

∫ T

0

−(U − sU3)3ds

= U +

[
(U − sU3)4

4U3

]T
0

= U +
U

4
(1− TU2)4 − U

4
.

The fixed points of S1
2 in [−ρ, ρ] are thus

U = 0 , U = ρ =
√

2/T .
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Clearly 0 ∈ E ; but
√

2/T /∈ E and it is an isolated point in E∗k so that (ii) follows.

Remark 3.3. The construction of the counterexample in proving (ii) of Theorem 3.2
is motivated by results concerning spurious fixed points of Runge-Kutta methods;
see [6] for example.

As a consequence of Theorem 3.1 and Theorem 3.2 we now know that equilibria
of (2) are fixed points of S1 and S1

k. It is natural to consider the behaviour of
these maps in the neighbourhood of such fixed points. By doing this we can make
deductions about the solutions of (2) and (3) near to equilibria.

Let the sequences {un}∞n=0 and {Un}∞n=0 be generated by the maps

un+1 = S1un(18)

and

Un+1 = S1
kUn(19)

and assume that (2) has a hyperbolic equilibrium point v. Thus v ∈ E∗ and,
furthermore, v is a hyperbolic fixed point of S1 : Rm → Rm. This follows since

L := DS1(v) = exp(Df(v)T )

and the hyperbolicity of v as an equilibrium of (2) implies that no point of the spec-
trum of Df(v) lies on the imaginary axis; it follows that no point of the spectrum
of L lies on the unit circle.

Let P and Q denote projections onto the subspaces Y and Z corresponding to
spectrum of L strictly outside and strictly inside the unit circle respectively. These
projections are defined through the Jordan normal form of L and the following
properties hold (see [11], Appendix B for example): (i)

Y = PRm, Z = QRm, Rm = Y ⊕ Z ;

(ii) there exists a < 1 and norms ‖ · ‖u, ‖ · ‖s on Rm in which

‖L−1y‖u ≤ a‖y‖u ∀ y ∈ Y ,

‖Lz‖s ≤ a‖z‖s ∀ z ∈ Z ;

(iii) if we define

‖ · ‖x = max{‖P · ‖u, ‖Q · ‖s},
then this is equivalent to the Euclidean norm ‖ · ‖ on Rm.

The local phase portrait of the mappings S1 and S1
k may be found by solving

(18), (19) subject to

P [uN − v] = ξ, Q[u0 − v] = η,(20)

P [UN − v] = ξ, Q[U0 − v] = η.(21)

Applying Theorems 4.13 and 4.17 of [10], which require the C1-closeness established
in Proposition 2.4 under Assumption 1.2, we obtain the following result:

Theorem 3.4. Let Assumption 1.2 hold, let v be a hyperbolic equilibrium point of
(2) and let ξ ∈ Y , η ∈ Z satisfy ‖ξ‖x, ‖η‖x ≤ δ. Then there are constants C6, C7 > 0
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such that, for all such ξ and η, for all δ and ε(k, T ) sufficiently small, and all
integers N , problems (18), (20) and (19), (21) have unique solutions satisfying

max
0≤n≤N

‖un − v‖x , max
0≤n≤N

‖Un − v‖x ≤ C6δ ;

furthermore,

max
0≤n≤N

‖un − Un‖x ≤ C7ε(k, T ).

A straightforward corollary is the following:

Corollary 3.5. Let Assumption 1.2 hold, let v be a hyperbolic equilibrium point
of (2) and let ξ ∈ Y and η ∈ Z satisfy ‖ξ‖x, ‖η‖x ≤ δ. Then there are constants
C8, C9 > 0 such that, for all such ξ and η, for all δ and ε(k, T ) sufficiently small,
and all integers N , equations (2) and (3) have solutions satisfying

P [u(NT )− v] = ξ , Q[u(0)− v] = η ,

P [u
(k)
N−1(NT )− v] = ξ , Q[u

(k)
−1(0)− v] = η ;

furthermore,

max
0≤t≤NT

‖u(t)− v‖x , max
0≤n≤N−1

max
0≤t≤T

‖u(k)
n (nT + t)− v‖x ≤ C8δ

and

max
0≤n≤N−1

max
0≤t≤T

‖u(nT + t)− u(k)
n (nT + t)‖x ≤ C9ε(k, T ) .

Remark 3.6. Since N is arbitrary, the previous result allows us to interpret certain
solutions of (2) and (3) as being uniformly close, over arbitrarily long time intervals,
in the neighbourhood of hyperbolic equilibria. This improves upon Corollary 2.6
which is not uniformly valid in time. The key to the improved result in the neigh-
bourhood of equilibria is that the solutions of (2) and (3) have different initial
conditions. Hence we have a shadowing-type result. Figure 1 illustrates three solu-
tions of (2), with fixed ξ and η, corresponding to three different values of N . Notice
that, the larger N , the closer the solution lies to the equilibrium point v. In fact,
as N → ∞, the solution must approach arbitrarily close to v at some point on its
trajectory.

Next we turn our attention to unstable manifolds. In the following we will need
the Hausdorff semi-distance dist(A,B) and the Hausdorff distance d(A,B). Recall
that

dist(A,B) = 0 ⇔ A ⊆ B

and

d(A,B) = 0 ⇔ A ≡ B ;

see [11], for example.
We define the set

Y = {y ∈ Y | ‖y‖x ≤ δ}.
Straightforward application of Theorems 5.3 and 5.5 in [10], using the C1-closeness
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N

Zη

ξ

Y

N

1

2

3

N

v

Figure 1. Pictorial representation of 3 solutions from Corollary
3.5. Here 0 < N1 < N2 < N3 <∞

of Proposition 2.4 which holds under Assumption 1.2, yields the following result:

Theorem 3.7. Let Assumption 1.2 hold. Then, for all δ and ε(k, T ) sufficiently
small, there exist functions Φ,Φk ∈ C(Y , Z) such that the mappings S1 and S1

k

have local unstable manifolds

M = {x ∈ Rm | ‖Px‖x ≤ δ,Qx = Φ(Px)} ,
Mk = {x ∈ Rm | ‖Px‖x ≤ δ,Qx = Φk(Px)} .

Furthermore, there is a constant C10 > 0 such that d(M,Mk) ≤ C10ε(k, T ).

Remark 3.8. Although the set Mk is (locally) invariant under S1
k, it is not locally

invariant under Sk(t). To see this, consider the approximation of the equations

pt = p

qt = −q + p2.
(22)

It is straightforward to verify that the unstable manifold of the origin for (22) is
the set

M =

{
(p, q) ∈ R2 | q =

1

3
p2

}
.

Hence this is the unstable manifold for S1 and it is invariant under S(t) for any
t ≥ 0. Now, for comparison, consider approximation of (22) by (3) with the Picard

splitting f̃(v, w) = f(w) and k = 1. Then, for t ∈ [0, T ] and u = (p, q)T , we have
that S1(t)u = v where

v = ((1 + t)p, (1 − t)q + tp2)T .
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Figure 2. Illustrates Remark 3.8

It is straightforward to verify that the set

M1 =

{
(p, q) ∈ R2 | q =

1

(3 + T )
p2

}
is invariant under the map S1

1 ≡ S1(T ). However, this set is not invariant under
S1(t) in general; indeed, for t ∈ [0, T ],

S1(t)M1 =

{
(P,Q) ∈ R2 | Q =

(1 + 2t+ tT )

(3 + T )(1 + t)2
P 2

}
.

This is illustrated in Figure 2. The left figure denotes M (upper parabola), M1

(lower parabola) and the set S1(t)U for some U ∈ M1 (piecewise linear curve). The
right figure shows

⋃
t∈[0,T ] S1(t)M1 which clearly differs substantially from M1.

4. Periodic solutions and attractors

In the previous section we gave a detailed analysis of the behaviour of the wave-
form relaxation (3) as an approximation to (2), in the neighbourhood of a hyper-
bolic equilibrium point. In this section we consider more complicated invariant sets,
namely periodic solutions and attractors.

If equation (2) has a hyperbolic periodic solution (that is, all its Floquet mul-
tipliers lie off the unit circle except for a simple multiplier at 1; see [3]), then the
map S1 will have a closed invariant curve Γ. In fact, in the terminology of [5], S1 is
r-normally hyperbolic at Γ for some r ≥ 1. Application of Theorem 4.1 in [5], which
requires the C1-closeness established in Proposition 2.4 under Assumption 1.2, gives
the following result:

Theorem 4.1. Let Assumption 1.2 hold. Assume that (2) has a hyperbolic periodic
solution comprising the set Γ. Then, for all ε(k, T ) sufficiently small, there is a
constant C11 > 0 such that S1

k has a closed invariant curve Γk satisfying

d(Γ,Γk) ≤ C11ε(k, T ).

Remark 4.2. Although Γk is invariant under S1
k it is not, in general, invariant under

Sk(t). To illustrate this we consider the equation

zt = (i+ 1− |z|2)z.
This has the hyperbolic periodic solution z(t) = eit. Now consider again the Picard
splitting with k = 1 so that

S1(t)z = z[(1 + t− t|z|2) + it], t ∈ [0, T ].
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For this example we have

Γ = {z ∈ C | |z|2 = 1}.
To calculate an invariant curve for S1

1 set w(t) = S1(t)z and note that

|w(t)|2 = |z|2[(1 + t− t|z|2)2 + t2].(23)

Thus |w(T )|2 = |z|2 if

(1 + T − T |z|2)2 + T 2 = 1.

If T < 1 this gives two values for |z|; to define Γ1 we chose the value which converges
to 1 as T → 0. This gives

Γ1 =

{
z ∈ C | |z|2 =

1 + T − (1− T 2)
1
2

T

}
.

Using (23) we see that, for t ∈ [0, T ],

S1(t)Γ1 =

{
Z ∈ C | |Z|2 =

1 + T −√1− T 2

T

([
1− t

T
{1−

√
1− T 2}

]2
+ t2

)}
.

Thus Γ1 is not invariant under S1(t) for t ∈ (0, T ). Figure 3 illustrates this: the
left figure shows Γ (inner circle) and Γ1 (outer circle). The right figure shows⋃
t∈[0,T ] S1(t)Γ1.

Recall that an attractor is a compact, invariant set which attracts an open neigh-
bourhood of itself. This forms a useful abstraction of the notion of a stable object
which is observed after a long period of time in a dynamical system; in particular
complicated objects such as the strange attractor for the Lorenz equations, together
with simpler objects such as asymptotically stable equilibria and periodic solutions,
are included in the definition. We now prove:

Theorem 4.3. Let Assumption 1.1 hold. Suppose that the semigroup generated by
(2) has an attractor A. Then S1

k has an attractor Ak for all k sufficiently large
(resp. T sufficiently small), and

dist(Ak,A) → 0

as k →∞ (resp. T → 0).

Figure 3. Illustrates Remark 4.2
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Figure 4. A1, the attractor for S1
1 applied to the Lorenz equations

Figure 5. S1(t)A1; see Remark 4.4

Proof. Since A is an attractor for the continuous semigroup generated by (2), it is
also an attractor for S1. Applying Theorem 2.5.4 in [4], noting that (ii) holds in its
statement by virtue of Theorem 2.5, the result follows.

Remark 4.4. As we have seen with the simple invariant sets comprising unstable
manifolds and periodic solutions, the invariance of a set M under Sk(T ) does
not imply invariance under Sk(t) for t ∈ (0, T ). To illustrate this we consider the
approximation of the Lorenz equations

xt = σ(y − x) ,

yt = rx − y − xz ,

zt = xy − bz ,

by use of the Picard splitting with k = 1 (Euler’s method) and T = 0.02446.
Figures 4 and 5 show solutions of the equations, with parameters set at σ = 10, r =
28 and b = 8

3 , and initial data x = 0.0, y = 1.0, z = 0.0. In both cases the initial
transient is not plotted. In Figure 4 the solution is only plotted at integer multiples
of T yielding the attractor A1. In Figure 5 we show

⋃
t∈[0,T ] S1(t)A1. Notice the

difference between these two objects.
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5. Conclusion

Theory and examples have been used to show that waveform relaxation does not
form a dynamical system on R+; the numerical examples illustrating this point are
somewhat crude, being based on the Picard splitting of f and using only one sweep
of the iteration, but they illustrate the underlying principle clearly. We have shown
that, if windowed waveform relaxation is to be viewed as a dynamical system, then
the map between integer multiples of the window length T is the appropriate ap-
proximate dynamical system to compare with the underlying continuous dynamical
system. Using this theory we have proved the convergence of a variety of invariant
sets of (2) under the approximation (3).

We have chosen not to consider the effect of numerical approximation on the
windowed waveform relaxation process because it would complicate the analysis
without adding new insight. To include the effect of numerical approximation we
would simply need to prove that the numerical approximation of (3) generates
a mapping S1

k,∆t : Rm → Rm, where S1
k,∆tU is the numerical approximation to

u
(k)
0 (T ) with time-step ∆t = T/N , satisfying Proposition 2.4 with S1

k and DS1
k

replaced by S1
k,∆t and DS1

k,∆t. This requires proving C1-convergence of the numer-
ical method over a finite time interval and such a result is given in Theorem 6.2.1 of
[11] in the autonomous case; similar techniques can be used in the non-autonomous
case considered here.

We have chosen not to give numerical examples where many sweeps of the re-
laxation are considered simply because the effects are often too small to observe
graphically. Our crude numerics amplify the essence of our analysis to a point which
is graphically observable. This in no way detracts from our basic point which is
that, from a dynamical systems viewpoint, the mapping Snk (resp. its numerical ap-
proximation Snk,∆t) is the appropriate object to consider if convergence of invariant

sets is to be studied for large k (resp. large k and small ∆t).
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